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Experimental X-ray Charge Density Studies on the Binary Carbonyls Cr(CO}, Fe(CO},
and Ni(CO)4

Louis J. Farrugia* and Cameron Evans
WestCHEM, Department of Chemistry, Weiisity of Glasgow, Glasgow G12 8QQ, Scotland, U.K.

Receied: June 9, 2005; In Final Form: July 28, 2005

The experimental charge densities in the binary carbonyls CgCQ)Fe(CO} (2), and Ni(CO) (3) have

been investigated on the basis of high-resolution X-ray diffraction data collected at 100 K. The nature of the
metal-ligand interactions has been studied by means of deformation densities and by topological analyses
using the Atoms in Molecules (AIM) approach of Bader. A detailed comparison between the experimental
results and theoretical results from previous work and from gas-phase and periodic DFT/B3LYP calculations
shows excellent agreement, both on a qualitative and quantitative level. An examination of the kappa-restricted
multipole model (KRMM) for Cr(CQy, using theoretically derived structure factors, showed it to provide a
somewhat worse fit than a model with freely refinédralues. The experimental atomic graphs for the metal
atoms in2 and 3 were found to be dependent on the multipole model used for that atom. In the case of
compound2, restriction of the multipole populations according to idealized site symmetBspfave an

atomic graph in essential agreement with the theoretical gas-phase study. For corpallnaultipole

models fail to reproduce the atomic graph obtained from the theoretical gas-phase study. The atomic quadrupole
moments for the C atoms in all compounds were consistent with significhack-donation from the metal
atoms.

1. Introduction at the (3;-3) cp, the density is at a maximunthis is the

The binary transition-metal carbonyls Cr(G®J), Fe(CO} attractor which is normally at or near an atomic nucleus.

(2), and Ni(CO) (3) are among the most studied organometallic Especially important are the 63;.[) cp's, or _bond cp’s, which .
molecules-the literature on their chemical properties and are almost always associated with conventional covalent chemi-

bonding is vast. They are prototypical examples illustrating cal bonds. The line starting at one of these bcp’s and following

the bonding of CO to zerovalent transition metals, in molecules 'Itgeo pstg O; sf)enedpe;;[hafcecrgré.er:mgaézzst thﬁ a:)traztor f;]nd IS
with (idealized)Oy, Dsn, andTy symmetry, respectively. There wn as patn. 'ng such a bond pa

have been numerous theoretfcainvestigations, dating back unequivocally characterizes a chemical bond in the AIM

decades, into their electronic structures, binding and dissociationapproa(:h’ though.thls h.as receﬁ%lbeen questioned. Anothelr
portant concept is the interatomic (or zero-flux) surface, which

nergi nd reactivity, and th mpounds have often Anpor .
Eseedg :SS’QS? e?(?;;plteysl a;o(rj :hzs&e‘bcoinit?gupg; :afm%gk bee is defined such that at every poinbn the surface, the normal

guantum mechanical treatment of transition-metal molecules. nto the S”ff?‘ce is orthogonal ¥(r), I.e.n - Ve(r) = 0 Th|s

It is only relatively recently however, with the general ac- surface defines .the boundary condition fqr application of
ceptance of Density Functional Theory (DEBNd the use of ﬂu@gy?t??himcim :2.?22133’;:632?&“1? dmgi(;c?;ﬁn of
effective core potentiafsthat reasonably accurate bond energies, roperti uh Iqu thp II ' trl r? FI) i n Withiln thgi] : of
geometries, and electron densities have become easily availabl operties such as the electron popuiation \ S surtace
for transition-metal complexes. eads to.an unamblguous definition of atomic charge.

The seminal importance of moleculis3 led to early X-ra§ Th? grst'; th'\(/alor%mal Al‘IIM Ztugélo_n ng%cuﬁ._s Wali
and gas-phase electron diffractiostructure determinations. reported by Macbougall an n ’ IS work,
Later work by Rees and Mitschfeand Braga et & provided Investigating the Laplacian O.f the dengﬁis?p(r), showed the
more precise X-ray derived geometric data. Most theoretical ﬁhgraﬁterlsncd_[s,%zé% m:bmdalh_a;omlc grﬁph ftch]r t“r|1e ECtaa
studies on metal carbonyls have focused on interpretations of edrally coordinated Lr atom, which exemplities the “lock an

" 0
the wave function through analysis of the molecular orb#dls, key Clon('i/?p% i?f th;SQOr;gﬁag%apt;)r gfcp bogdé I\élg;e
and much attention has been paid to the relative extent of recently, Macchi and Sirofiiand Corts-Guzma and Ba

o-donation andx back-donation involving the CO ligands. h_ave a_nal_yzed the b_onding_ in molecutes3 from an AIM
However, the Atoms in Molecules (AIM) methodology of viewpoint in two detailed reviews. The large charge concentra-
Badet0 offers another vantage point, through analysis of the tions on the carpon atoms match the charge depletlons_ on the
total electron density, and it is increasingly being used to gain C.r center.(see Figure 4 of ref 1.4 or Figure 8 of ref 15).‘ A similar
new perspectives on chemical bonding. The gradient of the situation Is found for Fe(C@)with respect to the twaX|_aI co
density Vp(r) exhibits critical points (cp’s) where this value is ligands, though the charge concentrations ofeheatorialCO

zero. Where the curvatures in three dimensions are all negative,“g.ands av10|d the charge dgpletlo_ns on th? Fe center. For
Ni(CO),, with a formald!® configuration, there is a tetrahedral

* Corresponding author fax: +441413304888; e-mail: louis@  &rrangement of four, much less pronounced, charge concentra-
chem.gla.ac.uk. tions which face the charge concentrations of the CO ligahds.
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Experimental X-ray Charge Density Studies

TABLE 1. Crystallographic Experimental Details?

J. Phys. Chem. A, Vol. 109, No. 39, 2008335

compound formula 6CrOs CsFeG CuNiO4
compound color colorless yellow colorless
M 220.06 195.9 170.75
space group Pnma(no. 62) C2/c (no. 15) P a-3 (no. 205)
crystal system orthorhombic monoclinic cubic

alA 11.5259(1) 11.6748(6) 10.7056(3)
b/A 10.9394(1) 6.7759(3)

c/A 6.2162(1) 9.2419(4)

pldeg 107.824(2)

VIA-3 783.78(2) 696.01(6) 1226.97(6)
z 4 4 8

Dcadg cni s 1.865 1.87 1.849
F(000) 432 384 672

MA 0.71073 0.71073 0.71073
u(Mo—Kg)/mm™ 1451 2.132 3.094
crystal size/mm 0.3& 0.32x 0.38 0.28x 0.28x 0.60 0.28x 0.28x 0.60
transmission coefficients (range) 0.633.776 0.423%1.0 0.3106-1.0
6 range/deg 3.5455.13 3.52-50.04 3.3-45.27
SiNOma)/A 1.154 1.0788 1.00

no. of data used for merging 61787 110931 154363
no. of unique data 5179 3676 1721

hkl range —26—23;-25—25;-14—14 —25—25;-14—14;-19—19 -—-21—21;-21—21;-21—21
Rint 0.0260 0.0418 0.0359
R, 0.0128 0.0116 0.0106

spherical atom refinement
no. of data in refinement 5179 3676 1721
no. of refined parameters 68 52 28
final R[l > 20(1)] (all data) 0.0194 (0.021) 0.0208 (0.0228) 0.0178 (0.0230)
RAl > 20(1)] (all data) 0.06 (0.0606) 0.0579 (0.0588) 0.055 (0.0562)
goodness of i 1.155 1.055 1.317
largest remaining feature in 0.803(max) 0.711(max) 0.409 (max)
electron density map/ e& —0.849(min) —0.731(min) —0.308 (min)
max shift/esd in last cycle 0.001 <1.0e-3 <1.0e-3

multipole refinement

no. of data in refinement 3999 3406 1467
no. of refined parameters 195 112 55
final R[I > 30(1)] (all data) 0.0092(0.0139) 0.0120(0.0154) 0.0117(0.0207)
Rl > 3o(1)] 0.0117 0.0126 0.0137
goodness of fi§ 1.684 1.758 1.939
largest remaining feature in 0.211(max) 0.179(max) 0.250(max)
electron density map/e& —0.126(min) —0.120(min) —0.194(min)
max shift/esd in last cycle <1.0e-6 <1.0e-5 <1.0e-5

AR = X(|Fo| — [Fl)/Z(Fo); Ry = {Z(W(Fo — F))/Z(W(F)I}% Ry? = {ZW(Fo? — FAI/EW(FAI}% Ry = Z[o(FANZ[FoT; R =
S{n/(n—1}?F,? — Fe2(mean)/=F4? (summation is carried out only where more than one symmetry equivalent is averaged).

One attractive feature of the AIM methodology is that it can crystal diffraction data is understandable. Herein we report high-
equally be applied to experimentally derived electron densities, resolution X-ray diffraction studies on molecules3, obtained
and it is now routinely used in experimental charge density using a diffractometer equipped with a CCD area detector and
studiest® Compoundl has already been the subject of an a laboratory X-ray source. We examine the experimental charge
experimental charge density study reported in 1976, in an eradensities within the AIM methodology and compare their
before AIM analysis was generally available. In this in-depth topological parameters, on a qualitative and quantitative level,
X-N diffraction study at 74 K, Rees and MitscHighereafter with those obtained from theoretical reference densities and the
RM) estimated the integrated charge on the Cr atom to be 0.15previously reportet~1° theoretical topological studies.
+ 0.12 e. This small charge on the metal atom resulted from
an averager-donation of 0.35 e and a slightly largerback-
donation of 0.38 e. At the time, they issued the caveat that all
atomic charges “are necessarily arbitrary, as the concept of Data Collection, Processing, and Spherical Atom Refine-
atoms in a molecule is itself ill-defined”. With the development ment. Compoundd.—3 were obtained from commercial sources
of AIM theory!® this assertion is happily no longer the case. and purified either by sublimatiori) or by vacuum distillation
The deformation density clearly showed local charge depletions (2 and3). For 1, a single crystal of suitable size was attached
around the Cr atom in the directions of the carbonyl ligands to a glass fiber using silicone grease and mounted on a
(corresponding to the expected ligand field redistributions) as goniometer head in a general position. The crystal was cooled
well as bonding charge concentrations between the Cr and Cfrom ambient temperature to 100 K over a period of 1 h, using
and C and O atoms. From the asphericity of the density aroundan Oxford Instruments Cryostream. Single crystal? aid 3
the Cr atom, it was concluded that the population ragjit were grown directly on the diffractometer by repeated freeze
was 1:3. Some years later, Coppens and co-wotkers thaw cycles on the pure liquid contained in a 0.3 mm capillary.
obtained a slightly smaller ratio of 1:2.4, based on a multipole  Details of data collection procedures are given in Table 1.
refinement using the RRexperimental data. Data were collected on an Bruker-Nonius KappaCCD diffrac-

Since Fe(CQ)and Ni(CO), are highly toxic and liquid at ~ tometer, running under Nonius Collect softwaf&The Collect
ambient temperature, the difficulty in obtaining accurate single- software calculates and optimizes the goniometer and detector

2. Experimental Section
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angular positions during data acquisition. The oscillation axis contribution to the averaged intensity in the merging process.
was either the diffractometes- or g-axis with scan angles of = The maximum dimension of the crystal is given in Table 1 as
1.7-2.C°. The short exposure scan sets were used to record thenotionally 0.6 mm, this being the estimated length of the
intense low-order data more accurately (absolute detectorcapillary exposed to a homogeneous X-ray beam. The actual
0-offset for these scan sets was 7°), since high-intensity length of the crystal is considerably longer.
diffraction spots are subject to pixel overflow or integration Specific Details for Cr(CO)e. A total of 1346 frame images
failure in the long exposure images. The scan sets with low jn 20 scan sets were measured over a time period of 80.4 h. An
detector6-offsets were measured first in the data collection integration time of 8.5 s was used for scan sets&Hhnd 170
strategy, to alleviate problems with ice-rings which gradually s for the remaining scan sets. A total of 66 853 intensity
build up during data collection. The high angle images showed measurements were harvested from the image files. An absorp-
no evidence of contamination from ice-rings. The unit cell tion correction by Gaussian quadraté?®ased on the measured
dimensions used for refinement purposes were determined bycrystal faces, was then applied to the reflection data, giving a
postrefinement of the setting angles of a significant portion of range of transmission factors of 0.638.776. Frame-to-frame
the data set, using the Scalepack progt@hihe cell errors  scaling using SADABZ2gave relative scale factors in the range
obtained from this least-squares procedure are undoubtedly1.0-0.801. A theta dependent correction with SADABS was
serious underestimaf@sbut are used here in the absence of not applied for this data set. The resulting 61 787 data were
better estimates. merged with SORTAV* giving a total of 5179 independent
The frame images were integrated using Denzo(SHMNAs data, with a mean redundancy of 12.0. The data set is 99.3%
we have recently show#?,the neighborhood profiling used in  complete for 0< 6 < 55.3 and has just 2 reflections missing
Denzo(SMN38 appears to cope quite well with the problem in the range 0< 6 < 51.2. Data were originally indexed and
of Kqa.q2 Splitting, provided a sufficiently large integration spot  integrated using the reduced primitive orthorhombic cell (space
size is chosen. The resultant raw intensity files from Denzo- groupPcmn), and all data processing as described above was
(SMN) were processed using a locally modified version of carried out using this indexing. To facilitate direct comparison
DENZOX.2! Frame to frame scaling was then applied using Wwith the analysis of RM, the data were then transformed to
SADABS?22to account for the differing image exposure times the standard setting &nma using the same atomic numbering
and for machine instability factors such as shutter inaccuraciesscheme and coordinates as RM. A scatter-plot of the scale factor
or goniometer Slippage, and a semiempirical correédiaras between observed and calculatédas a function of Sifﬂ)//l
applied, to remove absorption anisotropy from the crystal and (Figure S3) showed that the highest resolution data above sin-
any residual absorption anisotropy due to the mounting medium. (6)/4 > ~1.1 A~ were slightly underestimated, so the data set
No significant variations in scale factors with accumulated X-ray used for this study was truncated @ax = 50.0°.
exposure time were noted for any sample, indicating no  Specific Details for Fe(CO}. A total of 4605 frame images
decomposition or evaporation. The scale factors reported byin 83 scan sets were measured over a time period of 96.3 h.
SADABS are normalized scale factors, such that the averagelntegration times of 4.0, 40.0, and 140.0 s per image were used
scale factor within a scan-set is unity. They therefore do not in the various scan sets. A total of 119 187 intensity measure-
reflect the scaling factors due to the different image exposure ments were harvested from the image files. An empirical
times. Systematically absent reflections were removed, and thecorrection using SADABZ2was then applied to the reflection
data were sorted and merged using SORTAW spherical data, giving a range of correction factors of 0.42310. The
atom refinement using SHELXL972was initially undertaken, resulting 110 931 data were then sorted and merged yielding
with full-matrix least-squares oR? and using all the uniqgue 3676 independent data, with a mean redundancy of 30.2. The
data. All atoms were allowed anisotropic thermal motion. data set is 100% complete for ® 6 < 50.C°. The atomic
Neutral atom scattering factors, coefficients of anomalous coordinates and labeling scheme of Braga étvaére used to
dispersion, and absorption coefficients were obtained from ref initiate refinement.
26. Details of these refinements are given in Table 1. Thermal  Specific Details for Ni(CO). A total of 2620 frame images
ellipsoid plots were obtained using the program ORTEP-3 for in 51 scan sets were measured over a time period of 98.1 h.
Windows?” All calculations were carried out using the WinGX Integration times of 7.0, 70.0, and 234.0 s per image were used
packagé® of crystallographic programs. in the various scan sets. A total of 206 681 intensity measure-
The sample configuration of a frozen crystal in a capillary ments were harvested from the image files. An empirical
tube introduces two additional sources of error in the measure-correction using SADABZ2was then applied to the reflection
ment of structure factors: (i) the differential sample-volume data, giving a range of correction factors of 0.33060. As a
irradiated and (i) an additional absorption by the capillary of result of relatively poor scattering at the highest angles, only
those reflections whose scattering vector is parallel, or nearly those data with sid)/A < 1.0 were retained. The resulting
parallel, to the capillary axis (essentially the goniometeixis). 154 363 data were then merged, yielding 1721 independent data,
The former effect is quite significant but is a smoothly varying With a mean redundancy of 89.7. The data set is 100% complete
function of the goniometew andy angles and appears to be for sin(@)/A < 1.0. The data were then reindexed so that the
very adequately modeled by the SADABSprogram. The atomic coordinates and labeling scheme of Braga.gtalld
corrections applied by the program for this effect (Figure S1) be used to initiate refinement.
are well within the expected limits. The latter source of erroris  Alternative Data Processing.To examine the possibility that
due to additional absorption through the tip of the capillary and the empirical “absorption” correction program SADABS
is visible as a “shadow” on those images wheregttexis vector introduced systematic errors, particularly affecting the single
crosses the detector. This problem could not be correctedheavy metal-atom scatterer (see the section below on atomic
explicitly, as the corresponding mask for the integration software graphs), the data fd were also processed using the program
is not available. Nevertheless, we assume, given the very highABCYL.220 This program provides an analytical correction for
redundancies for these two samples (Figure S2), that any outliershe differential volume of irradiation and the sample absorption,
arising from this effect are either eliminated or make a small using a simple approximation for the X-ray beam profile and
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size. The program SORTAYV was then used to provide frame obtained from multipole refinements against theoretically
scaling, an additional correction for absorption anisotropy, and derived structure factors (from periodic DFT/B3LYP calcula-
data merging. The resultant data set showed slightly worsetions using a 6-31G* basis with the CRYSTAL98 progfan
residuals than the SADABS processed data, and there were nd=inally, a theoretical model (model C) was obtained by
significant differences in the derived atomic graph of the metal projection of the density from the static theoretical structure
atom. Since the data set processed with SADABS gave betterfactors into a multipole model. No thermal or positional
statistics, this one was used in the final refinements. The parameters were refined in this latter model. In models C and
empirical frame scale-factors applied by SADABS (the “incident A, each individual O and C atom used a unigtigparameter,
beam” corrections) closely follow the volume correction pre- while in model B, onec' parameter was used for all O atoms

dicted by ABCYL (Figure S1).

Multipole Refinements. The multipole formalism of Hansen
and Copper§ as implemented in the XD program siftevas
used. The aspherical atomic electron dengity is divided into
three parts

p(r) = p(r) + P’ (k1) + pylic'r)

wherep andp, are respectively the core and spherical valence
densities, and

|
pylic'r) = ZOK3R(K'r ) Z)le Yin (1)

is the term accounting for the deformation valence densities.
Theyms+ are density normalized, real spherical harmonics, and
P, Pm+ are the refinable populations. The function minimized
in the least squares procedure v&ag(|Fo| — k|F|)2, with only
those reflections with > 30(1) included in the refinement. The
multipole expansion was truncated at the hexadecapole level
for the metal atoms and at the octupole level for the C and O
atoms. Each pseudoatom was assigned a core and spherical
valence scattering factor constructed from the relativistic Birac
Fock wave functions of Su and Coppé&hexpanded in terms

of the single¢ functions of Bunge, Barrientos, and Buntge.
The radial fit of the valence density was optimized by refinement
of the expansion-contraction parametef he valence deforma-
tion functions for the C and O used a singl&later-type radial
function multiplied by the density-normalized spherical harmon-
ics. For the transition metals, the radial terms used were either
simple Slater functions (fot = 1,3) or the relevant order
Fourier-Bessel transforms of the Su and Copgengave
functions for { = 0,2,4). For all pseudoatoms, the valence-
deformation radial fits were optimized by refinement of their
expansion-contraction parametefsthough for certain atoms
this proved problematical (see below).

It is well establishel® that the @l transition metals present
special problems when refining the deformation density because
of the significantly different radial extensions of thé 8nd 4
valence orbitals. In view of these problems, it is common
practice to treat thegddensity as “core” density (i.e. include it
as a fixed component), since the scattering from this density is
only significant for sinf/A < 0.2 and only a few reflections
will contribute. The final model scattering factors were con-
structed from a €-3d" configuration for Cr and #3d" con-
figurations for Fe and Ni, since these gave better fits than trial
3d" configurations. Attempts to refine thes4population
independently through theé = 0 deformation function (the
second monopole) were unsuccessful; all such models proved
unstable or gave physically unrealistic populations.

For Cr(CO} two experimental multipole models are com-
pared in this report: a model in which each individual atom
had a unique’ parameter which was freely refined (model A),
and a kappa restricted multipole model (KRMlfmodel B)
in which each elemental type was assigned' gparameter

and onex’ parameter for all C atoms. The parameters for
model B were obtained from a slight variant of model C, in
which each elemental type shared the samparameter. For
all three models, the samé parameter was used for all the
valence-deformation multipoles (the KEEP KAPPA directive
in XD), since refinements with individual parameters for each

| multipole proved unstable.

For Fe(COy, two models were also examined in some detalil.
The first model contained only those restrictions on the multipole
populations required by the, crystallographic site symmetry.

In the second model, constraints were applied to the multipole
populations of all atoms consistent with stridg, molecular
symmetry. Since this latter model provided only a slightly worse
fit (R(F) = 0.0120. GOF= 1.76 compared witlR(F) = 0.0115,
GOF = 1.69), but with 48 fewer refined parameters, it was
chosen as the final model. Sharp features near the Fe atom in
the residual map (Figures S11 and S12a) indicated a possible
anharmonicity, so this hypothesis was tested by adding third-
and fourth-order Gram-Charlier coefficients for the Fe atom.
The fit was significantly improvedR(F) = 0.0125 before and
0.0120 after introduction of anharmonicity), and the final
‘esidual map was quite featurelegso(maxima reduced from
.245 t0 0.179 eA3), so the anharmonic model was chosen as
the final model. Since it is not always easy to distinguish
anharmonicity from charge density effects, care was taken to
ensure that the correlations between the anharmonic thermal
parameters and the multipole parametemsere limited by
refining them in separate blocks. The resultant probability
density function was positive in all regions (Figure S4) and
hence was physically meaningful. No anharmonicity was
deemed necessary or was included for compounds3; the
reason it was observed f& may be due to the lower site
symmetry of the Fe atom. When freely refined, th@arameter
of the O atoms for Fe(C@)yave an unrealistically contracted
value, so in the final model it was fixed at 1.0.

The crystallographic site symmetry in Ni(COequires at
leastC; symmetry for the Ni atom multipoles. For this symmetry
model, none of the multipole populatiopg. with | > 0 differ
from zero by more than 266 and a model where all these
populations are set to zero provides virtually as good a fit. This
indicates that the experimental valence density is almost
spherically symmetrical (see below). In the final model chosen,
the multipole populations were restricted Tg symmetry on
the Ni atom and t&€; symmetry on the C and O atoms. For the
Ni atom, only the multipole®qo, P32-, and the kubic harmonic
Ka1 (a linear combination oPso and P44+) are allowed. The
local axial system is aligned with the crystallographic axes, i.e.
parallel to theS; axes bisecting the €Ni—C bonds. Since the
multipole populations on Ni are very small, the associated
parameter is a weak one in the least-squares, and refinement of

this parameter proved unstable. The value used in the final

model was optimized by refinements with several fixed values.
The ' parameter of the O atom in Ni(C@yvas treated as for
Fe(CO}. Thek and«’ parameters used for all three structures
are listed in Table 2.
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TABLE 2. k and k' Parameters

'

K K

cr 1.181(9) 1.11(2)
1.178(9) 0.95
1.058 0.95

oP 1.01(8) 0.86(18)
1.014(16) 1.19
0.988(2) 1.20(3)

c 1.026(7) 0.90(5)
1.017(8) 0.86
1.00(1) 0.87(1)

Fe 0.975(3) 1.04(2)

o} 1.006(1) 1.0

C 0.991(2) 0.927(4)

Ni 0.976(9) 1.1

o} 1.005(5) 1.0

C 0.996(8) 0.905(6)

aFor Cr(COj, the first line shows values for model A, the second
line for model B, and the third line for multipole refinement against
theoretical static structure factofsAveraged values for C and O atoms.
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S13, and S20) show features in the rang®25 to—0.2 eA3
over the three structures. The maxima are in the vicinity of the
metal atoms.

The kinetic energy densities at the bc@§) given in Tables
3—5 for the experimental densities were estimated using the
functional approximation of Abramg¥

G(r) = (3/10)(31)*(r)** + (1/6)V7p(r)

while the corresponding potential energy densities at the bcp’s
V(r) were obtained from

V(r) = (1/4) VPp(r) — 2G(r)

The approximatio?? for G(r) holds well for closed shell
interactions, wheré&/?o(r) > 0, and is a good approximation
for all the covalent bonds in Cr(C@jsee below).

Integrated atomic properties were obtained using the TOPXD
programil40 The accuracy of integration can be gauljeuy
the magnitude of the integrated atomic Lagrangian fundt{62)

For all three structures, an adequate deconvolution of the = —(1/4)/oV?o(r)dr, which should vanish according to the
thermal motion from the bonding density was judged from the atomic basin boundary conditions. Apart from the atom Fe(1)

rigid-bond criterion of Hirshfeld’ The mean and largest-msda
values were respectively 6 and 4104 A2, with the largest
value being that for C+C(2). As is often observed for metal
ligand bonds® the meanA-msda for the M-C bonds (1x
103 A2) was greater than for the-60 bonds (2x 1074 A2).

(L(Q) = 1.2 x 1073 au), these were all below 1.0 1072 au,
which is considered reasonal§feThe summed atomic volumes
were in agreement with the unit cell volumes to better than
99.8%. Errors on properties are not computed by the program,
though a number of studi#’s* suggest a conservative estimate

This may reflect some inadequacy in the radial functions used of ~ +5% for theaccuracyof the integrated atomic properties,

for the metal atoms, incomplete deconvolution of the thermal though some properties, e.g. electron populations, are much less
parameters, or a breakdown in the applicability of the Hirshfeld sensitive to errors than others.

criterion for heavy-atom/light-atom bonds. The final difference  Theoretical Studies.Reference densities were obtained from
Fourier maps (Table 1 and Supporting Information Figures S5, gas-phase, single point DFT (B3LYP) calculations, using a

TABLE 3. Topological Analysis of Bond Critical Points for Cr(CO) ¢*

bond R,b dip d2» p(rb)C Vzp(rb)d )le )de )L3d € G(I'b)er G(rb)/p(rb) V(l'[;.)e E(l'b)e
Cr—C(2) 1.9108 0.9488 0.9620 0.700(3) 13.263(6) —2.68 —2.66 18.60 0.01 1.06 1.52 -1.20 —-0.13
1.9106 0.9424 0.9682 0.694(2) 14.106(5) —2.30 —2.25 18.66 0.02 1.10 1.58 -1.20 —-0.11

1.9120 0.9397 0.9723 0.675 14.976 —-190 -—-1.52 1840 0.25 1.12 1.65 —-1.18 —-0.07

1.9109 0.9472 0.9637 0.731 11.851 —2.29 -—229 1643 0.00 1.03 1.41 —-1.23 —-0.20

Cr—C(2) 1.9153 0.9563 0.9590 0.679(3) 12.878(6) —2.56 —2.38 17.82 0.08 1.02 1.51 -1.14 -0.12
1.9159 0.9532 0.9626 0.655(3) 13.789(5) —2.21 —2.04 18.04 0.09 1.04 1.59 —-1.12 -0.09

1.9164 0.9436 0.9728 0.695 14.763 —-2.04 -185 1865 0.10 1.13 1.62 —-1.22 —-0.09

1.9149 0.9486 0.9663 0.724 11.768 —2.26 —2.25 16.27 0.00 1.02 1.41 —-1.21 -0.20

Cr—C(3) 1.9141 0.9490 0.9651 0.679(4) 13.190(6) —2.50 —2.42 18.11 0.03 1.04 1.53 -1.15 -0.11
1.9141 0.9435 0.9705 0.667(4) 14.204(5) —2.17 —2.12 18.49 0.02 1.07 1.61 —1.15 —-0.09

1.9146 0.9415 0.9730 0.696 14.799 —-194 -1.89 18.63 0.03 1.13 1.62 —-1.22 —0.09

1.9141 0.9483 0.9658 0.726 11.673 —2.35 —225 16.28 0.04 1.02 1.41 —1.22 —0.20

Cr—C(4) 1.9185 0.9494 0.9691 0.671(4) 12.968(6) —2.54 —2.50 18.01 0.02 1.02 1.52 -1.13 -0.11
1.9187 0.9427 0.9760 0.675(4) 13.846(5) —2.27 —2.21 18.33 0.03 1.06 1.58 —-1.16 —-0.09

1.9185 0.9420 0.9766 0.685 14.895 -1.87 -—-1.75 18,51 0.07 1.12 1.64 —-1.20 —0.08

1.9184 0.9495 0.9689 0.720 11.588 —2.33 —2.23 16.14 0.04 1.01 1.40 —1.21 —-0.20
O(1)-C(1) 1.1430 0.7513 0.3917 3.419(13)—8.770(88) —36.82 —36.16 64.21 0.02 5.83 171 —12.27 —6.44
1.1429 0.7541 0.3888 3.307(1) —0.016(56) —34.53 —34.19 68.70 0.01 5.90 1.78 —11.80 —5.90

1.1430 0.7522 0.3907 3.310 —9.615 —38.33 —33.39 62.10 0.15 5.46 1.65 -—-11.60 —6.14

1.1429 0.7501 0.3928 3.266 2443 —-35.61 —35.61 73.65 0.00 6.33 194 —-12.49 -6.16
0(2-C(2) 11426 0.7521 0.3905 3.347(12)—3.636(70) —35.87 —33.87 66.10 0.06 5.85 175 -11.96 —6.11
1.1422 0.7481 0.3941 3.367(7) —10.094(55) —35.66 —33.71 59.27 0.06 5.61 1.67 —11.93 —-6.32

1.1424 0.7479 0.3945 3.201 —8.370 —34.68 —32.27 58.58 0.07 5.20 1.62 —10.99 —-5.79

1.1424 0.7498 0.3926 3.270 2578 —35.67 —35.67 73.93 0.00 6.35 194 -—-1252 -6.17
0(3)-C(3) 11419 0.7494 0.3925 3.408(12)—9.620(87) —35.60 —35.25 61.23 0.0l 5.76 169 -12.19 —6.43
1.1416 0.7501 0.3914 3.383(10) —7.590(77) —35.24 —34.70 62.35 0.02 5.78 1.71 -—-12.08 —-6.31

1.1420 0.7486 0.3933 3.346 —12.665 —35.66 —34.87 57.86 0.02 5.43 1.62 -11.74 —-6.31

1.1419 0.7494 0.3925 3.274 2688 —35.75 —35.75 74.18 0.00 6.37 195 -—-1254 -6.18
O(4)-C(4) 1.1404 0.7446 0.3958 3.410(17)-11.77(12) —3559 —34.23 58.04 0.04 5.66 166 —12.15 —6.49
1.1399 0.7486 0.3913 3.336(10) —2.473(80) —33.98 —32.63 64.14 0.04 5.87 1.76 —11.92 —6.05

1.1404 0.7477 0.3926 3.356 —13.404 —36.87 —34.80 58.27 0.06 5.42 162 —-11.78 —6.36

1.1404 0.7484 0.3920 3.285 3.038 —35.98 —35.98 75.00 0.00 6.42 195 -—-12.63 —6.21

aFor each entry, first line experimental values (model A), second line experimental values (model B), third line multipole model with theoretical
structure factors, fourth line theoretical values from isolated molecule DFT calcul&tiomnits of A. ¢ In units of e A3, 41n units of e A52In
units of Hartree A3. T Estimated by the approximation of Abram#Vv.
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TABLE 4. Topological Analysis of Bond Critical Points for Fe(CO)s?

bond RC dIP  d2 o(ro)° V2p(r )¢ Ayl M0 A e Gy Grlp(rs)  V(ro)®  E(ro)°
Fe-C(1) 1.8131 09353 0.8778 0.965(8)  12.463(14)-4.67 —4.41 2154 006 1.34 139 —1.81 —0.47
1.8129 0.9289 0.8840 0.943 12.659 —4.16 —4.01 20.82 0.04 123 131 —1.58 —0.35

Fe-C(2) 1.8187 0.9014 0.9173 0.897(9)  14.45(2) —3.56 —3.54 21.45 0.00 1.34 149 -1.68 —0.34
1.8187 0.9022 0.9185 0.884 13.495 —3.08 -3.08 19.65 0.00 1.24 141  —1.54 —0.30

Fe-C(3) 1.8098 0.9328 0.8770 0.994(7)  12.111(121-4.97 —4.70 21.78 0.06 1.36 137 -1.87 —051
1.8129 0.9289 0.8840 0.943 12.659 —4.16 —4.01 20.82 0.04 123 131 —1.58 —0.35
O(1)-C(1) 1.1451 0.7489 0.3962 3.378(14)-18.4(2)  —36.76 —35.69 54.05 0.03 5.26 156 —11.80 —6.54
1.1467 0.7528 0.3939 3.236 1.836 —34.92 —34.73 7149 001 6.22 1.92 —12.30 —6.09
O(2-C(2) 1.1387 0.7417 0.3970 3.43(3) —19.4(2) —36.29 —36.29 53.17 0.00 5.35 156 —12.06 —6.71
1.1382 0.7464 0.3918 3.301 3.308 -35.76 —35.76 74.82 0.00 6.48 1.96 —12.73 —6.25
O(3)-C(3) 1.1444 0.7524 0.3919 3.35(2) —6.80(14) —35.06 —33.39 61.65 0.05 5.71 171 —11.90 —6.19
1.1467 0.7528 0.3939 3.236 1.836 —34.92 —34.73 71.49 001 6.22 1.92 —12.30 —6.09

aTop line experimental values, second line theoretical values from isolated molecule DFT calctilatianits of A. ¢ In units of e A3, d1In
units of e A5 ¢In units of Hartree A2. " Estimated by the approximation of Abram#Vv.

TABLE 5. Topological Analysis of Bond Critical Points for Ni(CO) 42

bond RP° div dz p(l’ b)c Vzp(l’ b)d A9 A8 Al € G(rb ef G(rb)/p(r b) V(I’ b)e E(I’ b)e
Ni—C(1) 1.8283 0.9346 0.8937 0.913(4) 11.141(6) —4.42 —4.42 19.97 0.00 1.21 1.33 —1.64 —-0.43
1.8275 0.9223 0.9052 0.869 13.354 —-3.73 —3.73 20.82 0.00 1.21 1.39 —1.49 -0.28

Ni—-C(2)  1.8249 0.9299 0.8951 0.944(8)  11.316(13)-4.65 —4.65 20.61 0.00 1.26 133  —1.72 —0.47
1.8275 0.9223 0.9052 0.869 13.354 —-3.73 —3.73 20.82 0.00 1.21 1.39 —1.49 -0.28
O(1)-C(1) 1.1392 0.7469 0.3923 3.447(12)-13.3(1)  —36.01 —36.01 58.76 0.00 5.71 166 —12.34 —6.63
1.1386 0.7476 0.3910 3.302 3.378 —36.68 —36.68 76.75 0.00 6.49 197 —-12.74 -6.25
0O(2)-C(2) 1.1376 0.7501 0.3875 3.466(3) —9.5(2) —38.65 —38.65 67.84 0.00 5.95 171 —-1254 -6.60
1.1386 0.7476 0.3910 3.302 3.378 —36.68 —36.68 76.75 0.00 6.49 197 —-12.74 -6.25

aTop line gives experimental values, second line gives theoretical values from isolated molecule DFT caléukatimits of A. ¢ In units of
e A3 dIn units of e A®. ©In units of Hartree A3. ' Estimated by the approximation of Abram#Vv.

6-311Gt+(2d) basis for C, O, and Wachtetid) basis for the
metal atoms with the GAMESS-UK prograthBasis sets were
obtained from EMSI43 Atomic properties were obtained from
these theoretical densities using a locally modified version of
the AIMPAC program&' or AIM200045 For Cr(CO}, calcula-
tions were undertaken at the experime@atjeometry and also
underOy, symmetry using both an optimized geometry and the
averaged experimental geometry. In all cases, the topological
and integrated properties were very similar and essentially
identical to the previously reported calculati&®h® on Oy
geometry optimized models using the Gaussian98 code. The
calculations reported herein are based on the experiméntal
geometry. For Fe(C@)and Ni(CO}, the results reported are
based on calculations with geometry optimizBg, and Ty
models, respectively. Periodic DFT/B3LYP calculations based Figure 1. Ortep plot of Cr(COj (1) (80% probability ellipsoids)

on the experimental crystal structures were performed using theshowing atomic labeling scheme. Plrimed atoms are related to unprimed
CRYSTAL98 or CRYSTALOS program packages. Standard 210ms by the symmetry operation/>-y, z.

6-31G* base® were used for all atoms, except in Fe(G@pd
Ni(CO)4, where the polarization functions on the metals were
removed to aid convergence. Static structure factors were
computed from the resultant wave functions and used in
refinements with XD, where all thermal parameters were set to
zero and all positional parameters were fixed. Arbitrary standard
uncertainties for th&y values were chosen to give a goodness
of fit between 1.0 and 2.0 and were typicaliy0.4% of the
value of Fpy.

Molecules1—3 have crystallographic site symmetrieSg(
C,, andC;, respectively) which are all lower than their idealized
molecular symmetries. The metrical parameters for CrgCO)
agree within error with those of RMand deviations from
idealized Oy, symmetry are very small. The mean-G¢ and
C—O distances are 1.915(7) and 1.142(2) A (3.669 and 2.158
au), respectively, while the librationally corrected mean distances
are 1.918(7) and 1.144(2) A, respectively. The bond lengths
for Fe(CO) and Ni(CO), are larger, by about 0.01 A, than in
the study of Braga et &l.This difference is too great to be

Description of the Structures.The ORTEP plots and atomic  associated with the known probléhof inaccuracies in the unit
labeling schemes for moleculés-3 are shown in Figures-13. cell determination with area detector data. The difference
The metrical parameters in Table 6 are taken from the final between the mean FeCeq distance (1.812(3) A, 3.423 au) and
multipole refinements and are compared with the previous the Fe-Cq distance (1.8187(3) A, 3.437 au) is 0.007 A, in
accurate diffraction studies. The precision in this study is about agreement with the results of Braga ef dlhe mean distances
an order of magnitude better than in the previous work, and we for Ni(CO); are Ni-C = 1.827(3) and €0 = 1.138(1) A
suggest these values may be used as the experimental value3.452 and 2.151 au, respectively), and the deviation from exact
when calibrating accurate quantum calculations. Tq symmetry is very small.

Results and Discussion
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TABLE 6. Bond Lengths (A) and Bond Angles (deg)

this work previous work
Cr(CO)%
Cr—C(1) 1.9108(2) 1.9116(19)
Cr—C(2) 1.9149(2) 1.9160(20)
Cr—C(3) 1.91401(16) 1.9147(13)
Cr—C(4) 1.91838(18) 1.9180(13)
C(1)-0(1) 1.1429(3) 1.1426(26)
C(2-0(2) 1.1424(3) 1.1411(28)
C(3)-0(3) 1.1419(3) 1.1390(19)
C(4y-0(4) 1.1403(3) 1.1380(19)
Cr—C(1)-0(1) 179.97(2) 179.92(22)
Cr—C(2)-0(2) 179.39(2) 179.05(21)
Cr—C(3)—0(3) 179.430(19) 179.37(15)
Cr—C(4)-0(4) 179.225(19) 179.20(14)
Figure 2. Ortep plot of Fe(CQ) (2) (80% probability ellipsoids) gg;:ggg‘g 117731552((%) 117731555((61)0)
showing atomic labeling scheme. Primed atoms are related to unprimed Fé(CO); :
atoms by the symmetry operatior, y, Y>—z Fe-C(1) 1.8131(3) 1.804(2)
Fe—C(2) 1.8187(3) 1.811(2)
Fe—C(3) 1.8098(5) 1.801(3)
C(1y-0(1) 1.1451(5) 1.136(2)
C(2)-0(2) 1.1387(5) 1.117(2)
C(3-0(3) 1.1444(9) 1.128(4)
Fe—C(1)-0(1) 179.70(3) 179.4(2)
Fe—C(2)-0(2) 179.54(3) 179.43(15)
Fe—C(3)-0(3) 180 180
C(2)-Fe-C(2) 178.818(17) 178.94(10)
C(1)-Fe-C(3) 121.439(9) 121.11(5)
C(1)-Fe-C() 117.122(18) 117.78(10)
C(1)-Fe-C(2) 90.395(11) 90.39(7)
C(2)—Fe-C(3) 89.409(9) 89.47(5)
Ni(CO)4
Ni—C(1) 1.8283(7) 1.819(3)
Ni—C(2) 1.8249(4) 1.815(2)
02 C(1)-0(1) 1.1392(11) 1.125(3)

) ) . o C(2-0(2) 1.1376(7) 1.128(2)
Figure 3. Ortep plot of Ni(CO) (3) (80% probability ellipsoids) Ni—C(1)-O(1) 180 180
showing atomic labeling scheme. Primed atoms are related to unprimed  Nj—C(2)-0(2) 179.42(3) 179.66(15)
atoms by the symmetry operatignz, x and double primed atoms by C(1)-Ni-C(2) 109.209(9) 109.29(6)
the operatiorg, x, y. C(2)—Ni-C(2) 109.732(9) 109.65(6)

It is clear, that in the solid-state structure at least, Fe¢CO)  2From ref 8 for Cr(COj and from ref 9 for Fe(CQ)and Ni(CO).
has an Fe C, bond which is just marginally longer than the

Fe—Ceq bond. This result is reproduced well in DFT calcu- 1 ' *
lations®e:314.15put some more sophisticated quantum mechanical 1 ® |
approaches which include correlation, such as multireference | : ?
CI3d or CASPT23™ predict the opposite order. The optimized “>7< ":‘b. —a—p H
geometries from quantum calculations on Fe(E@ére often : i

compared with the 1974 gas-phase experimental dathere ¢ ® pe
the order is the opposite to that found for the solid, with I b ’ L c

Fe—Ceq= 1.827(3) and FeCax = 1.807(3) A. A redetermina- a ¢ ,
tion of the gas-phase structure may resolve this discrepancggggk4én§>(<ge’r\'l?(1§g;"Bmg"Z;‘;';regirggitztéotrhé?toﬁqri?&g?t)iOns
between the expe_rlmen_tal structures, though we note that a mor and red’ spheres the (31) bond critical points inp. The viewpoints
recent electron diffraction study on the related molecule Ru- 4e the same as in Figures 2.

(CO) also show¥ the axial Ru-C bond to be shorter by 0.02

A. The gas-phase structure determinatidior Ni(CO), gave

results in reasonable agreement-di = 1.832(2), C-O = bonding in these molecules. As outlined above, two experimental
1.141(2) A) with the current study. multipole models were examined for Cr(GOIn model A, the
Topological Analyses ofp. The experimental density(r), «' parameters were allowed to freely refine, while in model B,

as obtained from the multipole formalism of Hansen and they were fixed at values obtained by refinement against
Coppens? was analyzed using the AIM approach of Batfer.  theoretical structure factors (i.e. the KRM# In addition, a
The results are summarized in Tables53 and plots of the theoretical multipole model (model C) was obtained by refine-
residual densities, experimental and model deformation maps,ment of a multipole model using X against the set of static
and Laplacian maps in selected planes are given in Supportingstructure factors. The results from models B and C are also
Information Figures S5S27. All the expected (3;1) critical included in Tables 2 and 3. The values for #\g@arameters of
points (bond cp’s) and bond paths, corresponding to theOM the C and O atoms obtained by refinement against the theoretical
and C-O covalent bonds, were observed. The experimental structure factors of Cr(C@)are very similar to the values of
molecular graphs shown in Figure 4 are essentially identical to 0.86(1) for C and 1.18(5) for O obtained by Coppens and co-
the theoretical graphs illustrated in Figure 2, ref 15, so there is workers“2 for the carbonyl functional group in organic mol-
an excellent qualitative agreement concerning the chemical ecules.
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Figure 5. Plots of the experimental Laplacidn= —V?p(r), with positive contors drawn in blue and negative contors in red: (a) in theCCr
C2-C3 plane ofl, (b) in the Fe-C1—C3 plane of2, (c) in the Fe-C1—-C2 plane of2, and (d) in the Ni-C1—C2 plane of3. Contours are drawn
at—1.0 x 1073, 2.0 x 10", £4 x 10", £8 x 10" (n = —3, -2, —1, 0,+1, +2) e A5,

The M—C interatomic surface lies in a region of charge to compounds containing transition-metahetal bonds and
depletion of the metal atom, resulting in a positive value for concluded that the metametal bond in Ma(CQO);p has the
V2p(r). This is clearly seen in Figure 5, which shows a plot of same nature as that in bulk metals. This viewpoint was disputed
the Laplacian functioh = —V2o(r) of moleculesl—3 through by Ponenc et &° on the basis of a study of the domain-averaged
selected planes. The combination of bcp indices for theQV Fermi holes. It was concluded that two main interactions provide
bonds in Tables 35, i.e. smallp(r), positive V2o(r), and the chemical bond between the two Mn(GQ@)agments, a
negativeE(r,) = G(rp) — V(rp), are quite characteristic of homopolar Mr-Mn bond and 1,3-Mn-C interactions-a
bonding to a low-valent transition metal, and taking into account viewpoint also reached by Macchi and Sifdrfrom consider-
also the relatively large delocalization indic&év,C) seen in ation of their delocalization indices.
these system&,15it is clear that a description of such bonds as ~ While both models A and B provide an overall excellent fit
having closed-shell or ionic character is inappropriate. We prefer with the theoretical values obtained for Cr(GQhere are some
to describe these interactions as typical covalent interactionssmall discrepancies. A comparison of the experimental and
for transition metals. However, the mapping of the topological theoretical positions of the bond critical points reveals that for
characteristics of bonds involving transition metals onto tradi- all M—C bonds, the interatomic surface is shifted slightly toward
tional chemical concepts such as covalent or ionic remains athe metal atom in the theoretical wave function density. There
point of some contention in the literature. For instance, Gervasio is no similar trend in the position of the bcp for the-O bonds,
et al*” have recently applied Espinosa’s proposed classificition but the experimental values pfr) are consistently larger than
of atomic interactions (closed-shell, transit, and shared-shell) the theoretical values, and the magnitudes “&p(r) are
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Figure 6. Profile of V2p(r) in the valence region along (a) the-6@¢(1) bond and (b) the C(£)O(1) bond inl.

consistently smaller. Moreover, the -©C bonds have consis-
tently smallerp(r) in the experimental data, while for the F€
and Ni—C bonds this trend is reversed. The root of the differing
values for V2p(r) lies in the magnitudes ofl;, which are
consistently larger in the theoretical data for the @ bcp’s
and generally smaller in the theoretical data for the ®lbcp’s.
Similar features of polar covalent bonds were first noted by
Gatti et al*® and have been remarked on subsequéitihey
are usually attributed to limitations in the flexibility of the single-
exponential Slater-type radial functions ugé&l252put in a
word of caution, we note that Coppens and co-wodiad

that the use of Slater-type functions for the wave function leads

to better fits between experiment and theory.

It is informative to examine the behavior of the Laplacian
function along the whole internuclear vector with the various
models. Figure 6 show typical plots 8%p(r), along the Cr
C(1) and C(1)-0O(1) bond vectors, which closely resemble the
corresponding to theoretical plots of Macchi and Sirdrin
the region of the bcp’s, all models agree very well. The bcp for
the Cr-C bond is in a region wher&?p(r) is slowly varying,
so this function is insensitive to minor variations in the position
of the bcp. On the other hand, the bcp for the@ bond lies
in a region wherev2p(r) is close to zero and sharply varying,
and this accounts for the well-established difficulty of obtaining
good agreement between theory and experiment fad®onds.

The most obvious disagreements between all the multipole based
models and the wave function densities are in the regions of
charge concentrations on the Cr and O atoms. The Laplacian
in the valence shell charge concentration (VSCC) on the Cr
atom is sharper in the wave function density, and here the
KRMM provides a significantly better fit than model A.
Conversely in the region of the VSCC of the O atom, the wave
function Laplacian is shallower than all the multipole based
models, and the KRMM provides a worse agreement with theory
than model A. A quantitative measure of the total fit along the
bond vectors is given bRyar Where

I:zpar = 2(lfmodel - ftheoJ)lz(”theoJ)

and fineor i the theoretical value of the functiefin this case
V2p(r)—andfmedel is the function value provided by the model
at that point. A total of 800 points were used, but the core
regions closer than-0.2 A to the nuclei were not included in
the summation. Thed&,rvalues (Supporting Information Table
3) indicate that for all independent €€ and C-O bonds, the
KRMM model B provides a poorer fit to the theoretical values
than model A, while model C generally gives the best fit. Clearly
a more extensive examination of the applicability of the
KRMM 34 for transition-metal compounds is needed. Although
static structure factors were also computed for the Fe{@ax
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TABLE 7. Critical Points in the Laplacian of p in the VSCC
of the Metal Atoms

p(r)  L(r)=—V?(r) distance

molecule CPtype  (eA (eAd) A

Cr(CO) (3,-3) 16.628 573.294 0.355

15.873 605.123 0.359

(3,-1) 15.515 439.851 0.360

14.949 489.764 0.363

(3,+1) 12.234 93.845 0.380

12.219 171.758 0.378

. . . . (3,1+3) 4.609 —118.385 0.549
Figure 7. Atomic graph of the Cr atom il (a — theoretical, b— 4.446 —130.967 0.549
experimental) sh_owi_ng the critical points Ir) = —V?p(r) in the Fe(COy (3,-3) 23.708 928.029 0.322
VSCC. Color coding is (3;3) green, (3;1) yellow, (3;+1) red, (3;+3) 24.439 1032.359 0.323
blue (in VSCD). (3—1) —ax 23.684 925.756 0.322
23.825 962.241 0.325
Ni(CO), structures, initial refinements with XD using these —eq 22286 634.519 0.328
theoretical structure factors showed that th@arameters for 22.246 658.733 0.331
the metal atoms did not converge well. This problem was @41 —ax 1177.g§g 123?'%8 g'ssjé
especially severe for Ni(C@)where refinement ok’ for Ni —eq 22.238 630.085 0.328
was unstable. For this reason, the KRMM for these structures 20.970 521.538 0.335
were not further examined. (3+3) —ax 6.628  —202.332 0.498
Atomic Graphs. While the topology of the density(r) is 6.807 —251.190 0.491

. . —eq 6.644 —162.736 0.524

most commonly analyzed, there is a great deal of chemical 6.821 —206.346 0.514
information also in the topology of the Laplacian @fV2p(r). Ni(CO), (3,-3) 34.11 1316.5 0.294
For instance, it is through analysis @tp(r) that the AIM theory 34.55 1385.4 0.297
provides a physical basis for the well-known VSEPR rdfes. -1 34.18 1281.1 0.294
In general, the complete topology &?p(r) for an atom is 34.25 1366.4 0.298
SR (3+1) 33.76 1256.3 0.294

complex, and rarely analyzé&tibut one facet which is of interest 3203 1055.0 0.303
is the atomic grapk? i.e. the set of critical points ih(r) = (3:+3) 9.56 2646 0.479
—V2p(r) in the VSCC of the bonded atoms. For the first row 9.71 —333.4 0.475

transition metals this is the third shell, sometimes referré¥ to 2 For each entry, the first line is the averaged experimental value
as the inner valence shellySCC. The atomic graph provides  gnq the second line is the theoretical value. '
an easily visualized and concise representation of the distortion
in the valence density of that atctrwvhich arises from chemical
bonding. In a recent study, Bader and co-workeshiow that

the atomic graph of a transition-metal atom is a sensitive mirror
of its coordination geometry.

Figure 7 shows the atomic graph of the Cr atom in Cr(§O)
determined from both the theoretical and experimental densities,
and Table 7 lists the values ofr), L(r), and the distance
from the nucleus for the critical points. This graph is the
characteristic cuboidal [8,12,6] set for an octahedrally coordi-
nated transition-metal atd#v'® reported in several experimental
charge density studié857 Eight charge concentrations, the{3,

3) critical points, are arranged in a cube, with 12(B) saddle
points along all edges and six €31) charge depletions in each
face. The metal charge concentrations maximally avoid the

ligand charge concentrations, consistent with the simple ligand- c d
field Ef‘ppr(_)aCh' The (3:1) Charg? depletions in the VSC_:_C face Figure 8. Isosurface plots of the experimental Laplacign) = —V?p-
the directions of the carbonyl ligands, and theH3) critical (r) around the metal atoms in (a) Cr(GQp) Fe(CO} C, model, (c)

points in the valence shell charge depletion (VSCD) lie in the Fe(CO} D3, model, and (d) Ni(CQ) The isosurface levels are 350,

same directions and further from the nucleus. The experimentally 630, 630, and 800 e &, respectively.

obtained atomic graph for the Cr atom in Cr(GQ3 thus

essentially identical to the theoretical one. The experimental of 2, the Fe atom resides on a site of crystallograpBic

Laplacian isosurface plot shown in Figure 8a may be comparedsymmetry. If the multipole populations are merely restricted

with similar theoretical plots from refs 14 and 15. As mentioned by this site symmetry, the resultant atomic graph (Figure 9b) is

above, this atomic graph provides a clear illustration of the “lock of the cuboidal [8,12,6] form seen for the Cr atomlint does

and key” view of the chemical bonding of the carbonyl ligands not comply with the moleculabs, symmetry; in fact it does

to the metal atom. The large charge concentrations on the Cnot display 3-fold symmetry along the axial direction. Under

atoms match the charge depletions on the metal. Dan site-symmetry, the only allowed nonzero multipole popula-
In the case of Fe(C@)we find the experimental atomic graph  tions for the Fe atom arBgo, P20, P33-, and P4o. When this

of the Fe atom to be dependent on the multipole model used torestriction is applied, an atomic graph of the form [6,9,5] (Figure

describe the metal atom. The theoretical atomic gt&ptshown 9d) is obtained. This resembles the theoretical graph, but with

in Figure 9a, is of the [6,9,5] form, where the six charge the small difference that the three {3) charge depletions in

concentrations define a trigonal prism. In the crystal structure the VSCD in the equatorial plane lie along the same radial
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c d
Figure 9. Atomic graphs of the Fe atom ia (a — theoretical, b-d
experimental) showing the critical points I(r) = —V?p(r) in the

VSCC. Color coding is (3;3) green, (3;1) yellow, (3;+1) red, (3;+3)

blue (in VSCD). The multipole populations of the Fe atom are restricted
to C; symmetry for (b), tdDs symmetry for (c), ands, symmetry for

(d).

direction as the (3;1) depletions, rather than opposed to the
equatorial ligands as in the theoretical atomic graph. An atomic
graph of the [6,9,5] form, shown in Figure 9c, also results when
the multipole populations are restrictedg site-symmetry (the
multipole P43 is now also allowed). In this case the charge
concentrations define skewedtrigonal prism. The multipole
populations for these three models are given in Supporting

Farrugia and Evans

Figure 10. Atomic graph of the Ni atom ir8 (a — theoretical, b—
experimental) showing the critical points I(r) = —V?p(r) in the
VSCC. Color coding is (3;3) green, (3;1) yellow, (3;+1) red, (3;+3)
blue (in VSCD).

(Figure 10a) which is very similar to that reported previ-
ously®15except that an extra set of (33) cp’s in the VSCD
were observed. These lie in the same radial direction as the set
of (3,+1) cp’s. The experimental study reproduces the nearly
spherical density in the VSCC, as is clearly visible from Figures
5 and 8. This nearly spherical density of the Ni atom contrasts
with that found in octahedral or square-planar Ni(ll) coordination
complexe$? which show very clearly defined charge concentra-
tions in the Laplacian maps. On the other hand, the Ni atom in
the related zerovalent compound Ni(CQRiso display® a
nonspherical charge distribution. The atomic graph of the Ni
atom obtained from multipole populations is quite model
dependent and differs substantially from the gas-phase theoreti-
cal one. For both th&C; and T4 models, the graph has the
octahedral [6,12,8] topology, with six charge concentrations
lying on the edges of the coordination tetrahedron, one set of
four ligands opposed charge depletions, and another set of four
charge depletions aligned along the-ll vectors. The positions

of the (3;-1) saddle points differ between tklg andTq models

and give rise to visually distinct graphs. The graph fromThe

Information Table S2. This observed model dependency cannotmodel is shown in Figure 10b. Despite the differences in the

be attributed solely to the small deviations from idealifzzd

symmetry in the experimental structure. Gas-phase DFT cal-

culations on Fe(CQ)in the experimentally observe;

geometry gave an atomic graph essentially identical to that for

strict Dan geometry. A theoretical topological stiidyon the
trigonal bipyramidal (tbp) complex \gshows a very different
atomic graph for the V atom, with the [5,9,6] form in which

topology of the atomic graphs, the radial positions and
magnitudes ofp(r) and L(r) given in Table 7 compare
reasonably well with the theoretically derived values.

The difficulties in recovering the theoretical (gas phase)
atomic graphs from the experimental data for compouhaisd
3led us to investigate possible causes. Systematic errors in the
experimental data introduced by the data processing methodol-

there are five ligand opposed charge concentrations arrangedgy, in particular the SADABS “absorption” correction

in a tbp. This sensitivity of the atomic graph of the transition
metal to the ligand coordination sphere relates to the differing
interactions of the metal-orbitals withzz-donor ligands in VE,
compared withr-acid ligands in Fe(CQ) There have been very
few experimentalcharge-density topological studies on tbp
transition-metal compoundghe only one of which we are
aware is Cg(CO)(AsPh),.5° The atomic graph of one of the
Co atoms has the form [6,9,5] withs symmetr$° and is quite
similar to that of theD3 restricted model for Fe(C@)

For Ni(CO), the situation is more difficult. The third quantum
shell of Ni is formally complete with thel'® configuration®!
The VSCC is nearly spherically symmetric, with the values for
p(r) andL(r) for the (3;-3), (3,—1), and (3+1) cp’s being very

program??@ were one potential cause. To eliminate this pos-
sibility, the raw data were reprocessed as described in the
Experimental Section. The atomic graphs obtainedfasing

the multipole models described above were essentially identical,
eliminating this as a cause. Deficiencies in the multipole
methodology or in the radial functions uge&’>52 were also
examined. Multipole models were refined against theoretical
static structure factors obtained from periodic DFT(B3LYP)
calculations on2 and 3 (based on the experimental crystal
structure). For compoung, the sameC, restricted multipole
model described above gave an atomic graph identical to that
shown in Figure 9d, i.e. virtually the same as the gas-phase
theoretical [6,9,5] tbp grapk:*°In contrast, foil3 we are unable

close in magnitude (see Table 7). The theoretical atomic to reproduce the gas-phase theoretical atomic graph from any
graphi31® is basis-set dependent, while maintaining overall multipole model. The derived atomic graphs have the same [6,-
tetrahedral symmetry. The standard tetrahedral [4,6,4] atomic 12,8] topology as obtained from the experimental multipole
graph, such as is found for the C atom in meth¥ig observed models. It seems unlikely that this is a crystal effect. The
when using a limited basi$,but it becomes more complicated  sensitivity of the multipole refinement to random errors in the
with a more extensive basis Sét5 Each of the six (3;1) data was also tested by refinement against sets of static structure
saddle-point cp’s bifurcates into a new 3) cp and two factors with random noise introduced irfigy up to maximum
associated (3;1) cp’s, which are very close together and have levels of£1, +5, and+10%. The refinements for compou@d

very similar densities. We obtain a theoretical atomic graph are not substantially affected by the random errors, buBfor
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TABLE 8. Atomic Charges TABLE 9. Unabridged Atomic Quadrupole Moments Q(£2)
atom q(Pv)2° q()ade ()24 g(Orbye q()Pe atom  Qx Qpy Qz Qu Qu« Qyz QI
Cr(1) 0.90(4) 1.062 1.031 —-0.748 1.160 ca —2.759 —2.893 —2.893 O 0 0 0.164
c@d)  —0.02(4) 1.013 1.027 0.383 0.934 —2.064 —2.964 —2.964 0 0 0 0.900
C(2) 0.06(5) 1.001 0.997 0.395 0.938 o2 —4.700 —4.816 —4.816 O 0 0 0.115
Cc(3) —0.10(3) 1.022 1.035 0.386 0.911 —4.600 —4.774 —4.774 0 0 0 0.175
C(4) —0.08(3) 0.988 0.981 0.395 0.906 Cr(COY

o) -027(4) -1.336 -1180 0268 1119 Cl -1.939 —2.734 —2.762 0.002 0 0 0809

0@  -0.05(5) —-1.020 -1.082 -0266 —1.119 C2 -1.956 —2.643 —2.760 —0.027 0.001 0.002 0.752

8% :8-828; Trhe Trals Toges Tl C3 —1958 —2.597 —2.737 —0.037 0.007 —0.003 0.719
sunt 0'00 0.018 (')013 .O 000 .0056 C4 —1.923 —2.730 —2.730 0.036 —0.012 —0.023 0.806
Fe(1) 618(3) (5835 ) 1'301 0.728 Ol —4.723 —4.819 —4.710 —0.061 O 0 0.102
c) 0 '20(3) 0'952 0 1.66 09'45 02 —4.497 —4.247 —4.142 0.002 O 0 0.316
C@) —0'18(3) 1'025 _0'031 0'997 O3 —4.498 —4.571 —4550 0.019 0.026—0.019 0.065
: : ) : 04 —4.451 —4532 —4.539 0.012 —0.051 —0.047 0.085
c(3) —-0.32(4) 0.856 —0.166 0.945
0(1) 0.21(2) -—1.081 -0.172 -1.116 Fe(COy
0(2) 0.21(2) —1.113 —0.171 —1.107 Cl —3.390 —2.994 —1.949 —0.036 —0.018 —0.004 1.289
0(3) 0.07(4) —1.244 —-0.113 —1.116 Cc2 —2913 —2.957 —1.922 —0.001 —0.007 0.002 1.013
sunf 0.00 0.011 0.001 0.000 C3 —3.574 —3.073 —1.937 —0.076 —0.004 —0.003 1.453
Ni(1) 0.15(8) 0.675 0.695 0.515 Ol —4.626 —4.693 —4.639 —0.028 —0.008 0.003 0.062
C(1) —0.32(6) 0.903 —0.096 0.996 02 —4.776 —4.801 —4.625 —0.022 O 0.007 0.164
c(2) —0.22(5) 1.018 —0.096 0.996 03 —4.749 —4.897 —4.788 0.041 O 0 0.132
o(1) 0.10(5) —1.243 -0.078  —1.125 Ni(CO)

0(2) 0.24(4) —1.126 —0.078  —1.125 Cl —3.249 —3.243 —2.047 0.002 0 0 1.199
sunf  —0.003 0.012 —0.001  -0.001 C2 -3.122 -3.099 —2.049 0  —0.008 0.006 1.061
aFrom experimental study.From DFT calculationst From mono- Ol —4816 —4.816 —4.663 0 0 0 0.152
pole populationsd AIM charges from atomic basin integratioghModel 02 —4696 —4.684 —4.671 —0.004 0.004 0.006 0.022
A for Cr(CO). 'Model B (KRMM) for Cr(CO). 9 From Mulliken aTheoretical values for the carbonyl group: the first line is for free
population analysis! Charges are summed over the complete molecule, co molecule DET/B3LYP 6-314+G(2d), the second line is for
including symmetry related atoms. Cr(CO% O, geometry optimized DFT/B3LYP. Other values are

experimentally derived from the atomic basin integrations. TheOC
the main effect are shifts in the positions of the{B) saddle vectors define the locad axis, except for Fe(C@pnd Ni(CO) where
points, which are detectable for tfla model even for the:1% they define thez axis.” |Q| = (2/3[Qu? + Qu? + Qué])¥? whereQy,
random error data (see Supporting Information Figure S31). The €t¢- aré the components of tiracelessquadrupole moment.

Cs model, with more refinable multipole parameters, is more interactions with other molecules, so the two are not strictly
sensitive to random error than tfigmodel. This resultindicates  comparable. Nevertheless the agreement is surprisingly good,
that, in unfavorable cases at least, it may be difficult to obtain with the experimental charges on the Cr atom being slightly
accurate atomic graphs from experimental data. Remainingless positive and the charges on the C atoms slightly more
potential causes of the discrepancy between experiment andpositive than the theoretical charges. The agreement between
theory include unrecognized systematic errors in the data or experiment and theory is also quite reasonable for Fe{@a)
incomplete thermal motion deconvolution. Ni(CO)a, though the experimental charge on the metal for these
Atomic Charges.Atomic charges describe the redistribution s slightly greater. The average transfer of charge from the metal
of electrons which accompany the formation of chemical bonds, to each carbonyl! ligand follows the order ErFe ~ Ni. The
and while the concept is extremely useful in chemical ratio- theoretical Bader charg€sfollow the order Cr> Fe > Ni,
nalization, the measurement of atomic charges is fraught with which is quite consistent with simple ideas of back-donation,
problems®* The AIM methodology offers a less arbitrary way  as the meam(CO) stretching frequencies are respectively 2017,
of determining atomic charges, through integration of the 2044, and 2077 cni.
electron population within the atomic basins. These “Bader”  Atomic Quadrupole Moments. The atomic quadrupole and
integrated charges are computationally expensive, due to thehigher moments provide a concise description of the atomic
difficulty of determining the interatomic surfa¢é}*%®and can  charge density and are routinely available from X-ray diffraction
be quite sensitive to the models used to construct the density.data’® Of particular interest here are the quadrupole moments
They have often been criticized for being too large and not in of the C and O atoms. As suggested by Co@uznia and
line with “chemical intuition”%¢2but these criticisms have been  Bader!® these may provide a direct measurement of the relative
addressed by Badéf Bultinck et al®” have proposed a new  degrees of-donation andr-back-donation upon complexation
approximate method for the rapid calculation of these quantities. and hence provide direct evidence for the commonly accepted
The atomic charges as determined by several methods areback-bonding model for CO binding. The quadrupole moment
given in Table 8. To examine any model dependency for the of an axially symmetric ligand like CO indicates the accumula-
atomic basin integrated charges, both model A (free kappation of density along the axig|} as opposed to density in a
refinement) and model B (KRMM) for Cr(C@)were investi- torus about this axis<{), which may be associated respectively
gated. Although the individual charges vary somewhat, espe- with the o- andz-densities. Table 9 shows the experimentally
cially for the O atoms, the mean charges for O and C atoms derived unabridged quadrupole moments from the atomic basin
(—1.180 and 1.006 for model A andl.179 and 1.009 for model  integrations and those calculated from the wave functions. The
B, respectively) are essentially identical and are in reasonablemagnitudes of the moments of the C atom perpendicular to the
agreement with the theoretical charg&$: It should be noted reference axis (eitheror z—see Table 9) increase significantly
that, in the integrations, the atomic basins in the gas phasewhen the CO ligand is coordinated to the metal atom, while
theoretical calculations were arbitrarily truncated at 9 au, while that for the O atoms is much less affected. The agreement with
those in the crystal phase terminate through the intermoleculartheory for Cr(COj} is very good. This is consistéfitwith a
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TABLE 10. d-orbital Populations? Conclusions
d-orbital 1 r 2 3 This paper reports experimental high-resolution X-ray studies
2 0.917(9) 0.410 0.588(20) 1.593(8) on Cr(CO} (1), Fe(CO} (2), and Ni(CO) (3), which provide
0.949 0.306 0.618 1.701 to date the most accurate solid-state structures of these important
Xz 1.122(8) 1.101 1.268(12) 1.567(5) molecules. The topological properties at the bond critical points
vz éégg@) 1%53)‘:: 124223(12) 11'_555657(5) in the pharge c_iensities, as obtained fro_m the standard multipole
0.277 1.162 1.425 1.555 modeling, are in excellent agreement with theory and are typical
X2-y?2 0.566(8) 0.415 1.347(15) 1.593(7) of covalent interactions involving transition metals. The expan-
482 0.252 1181 1.701 sion-contraction parametersfor the deformation valence radial
xy 1.134(8) 1.144 1.347(15) 1.567(6)  functions have proven to be difficult parameters to converge.
1172 1.194 1181 1.555 It is for this reason that the KRMM has been proposed, where
total 4.101 4.101 5.818 7.887 , :
4.049 4.049 5830 8.067 the «' parameters are fixed at values obtained from the

2The top line is experimental values, and the second line is from
multipole refinements against theoretical static structure fact@sgi-
nal global coordinate systerfiPopulations after rotation of coordinate
system’!

preferential accumulation of charge in theorbitals compared
with the o-orbitals, indicating significant-back-donation into
thez* orbital of CO, which is heavily localized on the C atom.

refinements against theoretical structure factors. Such a model
was tested for Cr(CQ)but gave a worse agreement than with
freely refinedx’ parameters. The main difference is that the
parameter for the O atom refines to give a much more diffuse
radial function in the freely refined model.

The atomic graphs for the metal atoms in compoudsd
3 obtained from multipole refinements are quite model depend-
ent, and those foB are also sensitive to random errors in the
data. This suggests that, in unfavorable cases at least, accurate

However, some caution should be exercised in interpreting atomic graphs may be difficult to obtain from experimental data.
moments from an AIM analysis, since they depend both on the The structures considered here are all centrosymmetric, and this
charge distribution inside the atomic basin and on its shape andProblem could be more severe for noncentrosymmetric struc-
size. The atomic volume of the C atom in CO contracts from tures, which suffer additional ambiguity from phase uncertain-

118 to 77 au when complexed in Cr(GQjvhile the atomic
volume of the O atom is essentially unchanged), and the main
effect is to reduce th&y, component.

d-Orbital Populations. Table 10 shows thd-orbital popula-
tions calculated from the multipole populations by the method
of Coppens et &l’2 The orbital populations so derived are

dependent on the local coordinate system which is used to

describe the multipoles. For Cr(C®O}the crystallographic
symmetry requires a local coordinate system which is not
aligned with the octahedral molecular axes. As described by
Sabino and Copper$,the local coordinate system may be
rotated to bring it into coincidence. The new populations for
Cr(CO) in this rotated frame are also shown in Table 10. As
expected from a simple ligand field approach, #eset is
depopulated compared with thgg, with a population ratio
1:3.97, which is close to the value originally obtained by Rees
and Mitschle® Under the Dz, symmetry of Fe(CQ) the
d-orbitals transform as;a(z?), €' (xz y2), and & (X2 = y2, xy).

The €' set are only involved imz-interactions with the set of
equatorial CO ligands. They are less destabilized than 'the e
set which are involved in both- andsz-interactions with these
CO ligands and im-interactions with the axial carbonyls. The
&' set is only involved ino-bonding with the axial carbonyls
and is the most strongly destabilized. The experimental popula-
tions in Table 10 show that thé & slightly more populated
than the &, though the populations from refinement against
theoretical structure factors show the expected ligand field
ordering. For Ni(CQO), the virtually spherical density of the
valence shell results in almost identigabrbital populations.
The overall populations obtained fdrand2 agree remarkably
well with the theoreticald-orbital populations reported by
Cortes-Guzma and BadéP (4.1 and 5.8e, respectively), but
that for 3 differs significantly from theory (9.09¢e). The reason
lies in the multipole model used @ which assumed thes2Bd"
valence configuration. A refinement using @'¥alence model
gave ad-orbital population of 8.36 e, but since it resulted in a
significantly worse fit Re = 1.26, GOF= 1.98, compared with
R:=1.16, GOF= 1.88), it was not considered worth pursuing.

ties.
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